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The advancement of computerized automated diagnostic technologies ensures that 

health plants are more effective by detecting diseases early. The damage caused by 

them can be minimized. Recently, many scientists have been trying to use methods and 

algorithms in image processing and extracting features based on color, texture, and 

shape and employing them in building smart systems capable of detecting plant 

diseases in their early stages. In this paper, proposed a smart farming aims to automated 

remove shadow and segmentation the pepper fruit diseases region, then extracted strong 

features from diseases region, and finally detected and diagnosis pepper fruit disease 

using PNN algorithm. In addition, in this work we used, (Diyala Pepper), which relies 

on a dataset of pepper plants named Diyala Pepper. The suggested system's 

implementation was done on a real dataset of pepper fruits. Experimental results of the 

proposed method showed 100% accuracy in the training phase and 81.82% in the phase 

of testing. 

This is an open-access article under the CC BY 4.0 license (http://creativecommons.org/licenses/by/4.0/) 
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1. Introduction 

Agricultural practices are fundamental to human civilization. Not only does it provide food, but it also benefits the 

economy. When plant grown, several diseases can infect plant leaves or crops. The illnesses put a stop to the 

development of those species. Additional harm to the plants might be prevented if the illnesses could be identified 

and classified early and precisely. There are now major issues with the diagnosis and categorization of these 

disorders. The usual method that farmers use to forecast and categorize plant leaf diseases is often tedious and 

inaccurate. Manually trying to forecast the kinds of diseases could lead to problems. Destroying crop plants due to a 

lack of rapid disease detection and classification could lead to a drastic drop in crop yields. Computerized image 

processing techniques can help farmers enhance output while decreasing losses [1] , [2]. Automated identification 

and tracking of diseases may promote selective and timely management of diseases, contributing to enhanced 

yields, enhanced crop quality and a decrease in the use of pesticides. Lower processing prices, less sensitivity to 

chemicals for field staff, regulators, and improved biodiversity are further benefits. For each disease and seed, the 

signs are special, and each plant can suffer from several threats. A focused integrated framework and algorithms for 

the detection of diseases are therefore required [3].Algorithms for machine learning enable one to interpret and 
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evaluate complex data [4]. To categorize and identify illnesses in agricultural commodities, common tactics have 

included techniques centered on the field of machine learning, recognition of images, and classification. Different 

image recognition approaches accompanied by different labeling procedures have been used in the current methods 

for disease detection [5]. Pepper is a major crop of peppers planted in the world's tropics and subtropics areas. This 

is attributed to the strong biological importance of fruits (high dry matter quality, minerals, essential oils, vitamin B 

and C complexes, and carotenoids, etc.) and their diverse forms of usage in various countries the culinary and food 

sectors [6]. Pepper diseases induced by biological (infectious) and biological (non-infectious) pathogens interfere 

with the development of pepper. Fungi, bugs, nematodes, and viruses are biotic agents for pepper disease. Abiotic 

illnesses are among there are some adverse cultural or environmental elements, for example excessive sunlight, 

dietary deprivation, and hot temperatures.  

Diseases infect pepper plants in each of their forms, such as the leaves, branches, roots, berries, and small seedlings. 

Several of symptoms are triggered by fungi and bacteria [7]. Black Fruit infection contributed to the emergence of 

this disease is the pepper fruit disease environmental factors, for example a drop in temperature [8]. Fruit rot 

symptoms initially appeared as soft spots that darkened to become black form. Usually, a fruit's calyx end will 

develop a lesion, which will then extend to the fruit's sides [9]. Insect Damage Peppers are invaded by several insect 

forms, among the most significant pests are aphids, flea beetles, cutworms, hornworms, pepper maggot, and pepper 

weevil [8]. 

This research aims to identify diseases based on the shadow replicas of the data, solve the problems with the dataset 

such as replication data, and determine the accuracy of the classification the pepper plant diseases. It uses a new 

technique to pick the best images, feature extraction using HoG, and standardized the features using Z-Score. This 

method will motivate clever farming by farmers and enable them to take the necessary preventive and corrective 

measures for pepper crops, thereby taking a step toward making better yield decisions. 

The structure of the article is as follows: Section 2 describes the work linked (related work).The related techniques 

and resources of this work are presented in Section 3. The suggested scheme is illustrated in Section 4 and Section 5 

discusses the proposed process of simulation and the experimental findings and discussion. Section 6 completes the 

proposed work. 

 2. Related works 

Processing by Hlaing, et al, a set of surface attributes is suggested for the organization of various ailments 

of foliage of plants. Photographs are obtained from various cell sensors. A “SIFT” Scale-invariant 

transform feature is used as a form part and is symmetric for scaling, hinge, and commotion, and lighting. 

The SIFT vector is too tough to be organized and it demands a high computational period. 10-fold cross 

validation is used, in which 10 separate samples are used for research, then randomly selecting an unusual 

sample for each test run. Although the suggested feature will effectively simulate the SIFT feature and be 

used to detect plant diseases, it must try to enhance the proposed feature by acknowledging and working 

with other picture analysis techniques [10]. According to the previous study by Sharif, et al, there is a 

modern method for the diagnosis and therapy of citrus diseases in fruits. There are two main phases in the 

recommended approach. The first phase is the identification of spot lesions on citrus plants and fruits. The 

second phase consists of detecting citrus diseases. This research examined citrus lesion spots utilizing an 

adaptive, weighted segmentation technique conducted on an improved input image. The characteristic 

functions are forwarded to the Multi-Class Support Vector Machine (M-SVM) for the final diagnosis of 

citrus disease. This image recognition program is tested on the Citrus Diseases Database and the Citrus 

Database. The software learns from a series of pictures and the consumer requires access to a wide 

collection of photographs in a single area. In the citrus disease picture dataset, the proposed approach 

performs well and achieves 97% accuracy. In the combined citrus disease image and symptom dataset, the 

proposed approach performs 95% accuracy, whereas the current approach performs 68% accuracy. In the 

local symptom dataset, the proposed approach performs 90.4% accuracy on the local dataset [11]. 
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An early detection technique utilizing spectral reflexes in pepper plants has been developed by Kerim 

Karadag and his colleagues [12]. Reflectance spectra from plants in the field are easier and more cost-

effective. Inputs have been described using K-Nearest Neighbor, Naive Bayes, and Artificial Neural 

Networks. The overall performance rate for the individual algorithms was estimated at 100 percent for 

KNN, 97.5 percent for ANN and 90 percent for NB. If KNN, Ann and NB will render the same, these 

rates can be measured as 100%, 88,125% and 82% respectively. 

 A. Adeel, et al , invested into creating a technique for detecting and segmenting of grape leaf diseases to 

promote the safe and reliable control of grape leaf diseases [13]. A CNN review for classifying plant 

diseases was presented by J.Lu, et al, they assessed the key issues with CNN's classification of plant 

diseases and their remedies and the relevance of DL criteria. They found that further investigation using 

more complicated datasets was needed to produce a more desirable outcome [14]. Our solution will 

possibly consist of a four stage phase. In the first stage, a local contrast haze reduction (LCHR) strategy is 

applied that improves evident contrast at the presentation of the object of interest. In stage two, LAB color 

transition has initial picture thresholding of the color channel and the better channel is chosen depending 

on the pixel details that will later be used in stage three of the LAB color conversion. Using a canonical 

correlation analysis (CCA), we may analyze the color, shape, and geometric characteristics of an entity. 

The proposed approach has achieved an overall rate of segmentation accuracy 90 percent and an accuracy 

rate of more than 92 percent, which is better than the other subsequent methods.  

Many issues arose in previous research, such differences in symptoms of a specific disease among various 

plants, a problem where several plants have the same symptoms, a problem where symptoms for a 

particular disease vary in different places, and many different automated disease detection systems. 

3. Research methods and material 

This section will be reviewed the methods and techniques that used in this research. 

 

3.1  2D log chromaticity image  

 

A method of expanding the recovery of a grey scale picture and that is without shadow effects to provide 

recovery of color details is given. See the following information in the 2D Log Chromaticity Image: 

 

3.1.1 Production of the Color Input Image's 2D Log Chromaticity 

The RGB image input's R, G, and B channels in equations (1, 2, 3) are first normalized by the following 

formula [12]: 

               (1) 

And; 

               (2) 

Finally; 

               (3) 

 

R', G', and B' are the invariant images of the three color bands, where R, G, and B are the input picture 

color channels. After that, in equation (4) must find value of (p) which is represents the log of each 

normalized channels Since ρ is not 2D, we have to find a projector U that can project ρ on to the 2D plane. 

 

        (4) 
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3.1.2 1D illumination invariant picture receiving  

 

The strongest invariant representation of 1D (Iinv) illumination is produced by projecting the 

representations of 2D log chromaticity,    and   , to the projection direction q [15].  

 Iinv                        (5) 

  

It is likely to discover the finest projection direction θ, so to find θ an entropy minimization method is 

used. For θk in 1...180, the projection angle θ is selected to be the value of θk that has the least entropy. 

Project the data into 1D space using equation (6) and calculate the entropy ηk in each case as follows 

            Iinv            Iinv   (6) 

 

 

3.1.3 Acquisition of 2D illumination-invariant chromaticity images  

 

This process can be carried out to create a chromaticity image without shadows for better output image 

display [13]. Firstly, calculate the average of χ1 or χ2, then compute the median for both χ1 and χ2, (m1, 

m2) and then reconstruct the chromaticity picture using the 1D invariant image, Iinv. 

 

3.2 HoG feature extraction 

 

 Dalal and Triggs proposed the attribute identifier HoG, which has gained popularity for recognition via 

history, facial recognition, and machine learning. It splits the image into tiny square cells, counts the 

histogram components, and records the histogram unit's value in the image information [16]. 

 

3.2.1 Directed Gradient Extraction from Histogram  

 

At this level, gradients are identified from each pixel, and they are employed to create a texture function 

vector known as an optical histogram of gradients. First locate the horizontal and vertical derivative at 

pixel (K,L), then compute the magnitude of the gradient[17]. 

                                       √                                                                       (7) 

 The gradient's direction is :  

(8)           tan−1 [
       

       
] 

Where         ,         are at pixel (K,L), the derivative along the axes horizontal and vertical, 

respectively., α0 € [-π/2, π/2] .  

 

 3.2.2 The HoG Description 

 

The gradient in the image is the focus of the HoG description. Next, it is separated into blocks of similar 

duration. The horizontal direction spectrum is quantized into 9 coordinate intervals (bins). To create a 

feature vector of length 9, the gradient histogram of each cell's pixels is produced, which describes the 

positions of all of the pixels in the cell. Next, 4 blocks are combined into a superblock and each function 

vector is around the map. Finally, by scanning a high-density file, The 36 D vectors of all the super blocks 

are concatenated to create the image's HoG function [17].  

 

 

3.3 Probabilistic neural network (PNN) classification algorithm 

 

 In 1989, Dr. D.F. Speeht was the first to propose the probabilistic neural network. It refers to a network of 

feed forwards and is a branch of a network of radial bases. It offers the following advantages: quick 
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process of learning, a faster pace of preparation, more detailed classification, reasonable tolerance for 

defects, and so on. It is a member of a supervised network classifier with a focus on pattern categorization 

that is based on Bayesian low-risk parameters [18]. Actually, the main drawback of PNNs is the need for a 

good computer with enough memory and fast processing [19].  Probabilistic neural networks generally 

have four layers, which are as follows: the input layer, secret layer, competition layer, and convolution 

layers. The vector feature is sent to the network via the input layer as well, and the quantity represents all 

sample characteristics together; the hidden level is linked by the reference weight to the input layer, used 

to measure the similarity between the vector feature input and each mode in the training collection, to 

acquire the hidden level's output, you feed its distance into the Gaussian function. The Gaussian function's 

expression is: 

     
 

√         
∑

 

   

       [  
      

 

   
 ]

    

  (9) 

Where σ represents the standard variance, n indicates the number of instances of preparation, p is how 

many input nodes there are, x is the random variable vector, and the vector of i
th

 is xi [19]. The number of 

vectors in the input sample equals the number of secret layer neurons. The rivalry layer is in charge of 

connecting the pieces of each class's pattern layer. The number of neurons in this level corresponds to the 

number of sample types. The performance layer in the summation layer is responsible for generating the 

maximum score. The relationship between the input layer and the hidden layer is achieved using a 

Gaussian function to determine the degree of similarity between each neuron in the subsequent level and 

each neuron in the input level. The appropriate score of each class is then added together, and the resulting 

average is used to determine the class of the input sample [18]. 

4. Proposed system  

Fig. 1 illustrated the block diagrams for a proposed system to classification the pepper fruit diseases from 

the dataset, It is divided into five major phases: - acquiring the dataset (loading the chosen dataset), 

preparing the image (2D log chromaticity image, adaptive threshold, and crop), HoG approach for feature 

extraction, z-score normalization, and PNN algorithm for classification. Each stage in the proposed system 

discussed in details as following: 

 

4.1 Dataset stage 

 

The dataset (Diyala Pepper), includes (78) images of peppers and fruits that are both healthy and harmful 

[20]. Fig. 2 clarifies examples of pepper fruits dataset. 

 

4.2 Preprocessing stage  

 

This preprocessing of pepper fruit images aims to the determined region of interested ROI and remove 

removed shadow from it, this stage includes four sub-steps as following: 

 

4.2.1 2D log chromaticity image 

 

Shadows distort artifacts because of an obstruction from an obstruction that sometimes contributes to 

incorrect readings of the form, colour, or position of an image. Shadowing has a detrimental impact on the 

accuracy of classifiers built using training data. Additionally, this phase tries to create an illumination-

invariant grayscale picture from one color image that is free of shadows by utilizing the 2D log 

chromaticity technique to eliminate the shadow from input color images. 
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Fig.1. General block diagrams of proposed system. 

 

 
 

Fig. 2. Samples from the pepper fruit dataset for all classes:  a) fruits with peppers are healthy;                      

b) black fruit lesions are illnesses; c) rots of fruit ; d) insect harm diseases. 

 

4.2.2 Adaptive threshold technique 

 

By selecting a threshold value, global thresholding applies to the whole image, the pixels are allocated to 

one area and those that fell below the mark are allocated to another (adjoin) region [21] , [22].  

 In this step, convert pepper fruits image into binary image without losing the important details of the 

image by using the proposed adaptive thresholding technique. To find the best threshold based on the 

proposed adaptive threshold, first, determine the likelihood that an image pixel will be white (P(W)) and 
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the probability of black pixel of the image (P(B)), find the new threshold   value = ((P(W)+P(B))/2 , this 

threshold is the optimal threshold when the old and new thresholds are equal. 

 

4.2.3 Morphology dilation operation 

Morphology is an image processing methodology focused on shape [23] . Things can dilate or increase in 

mass thanks to dilation. The choice of the structuring component affects both the total and how they 

evolve. It would not make much more sense to dilate before defining the structural feature than it would to 

try to filter the image without knowing what filter to use, his process seeks to increase the visibility of 

weak pixels. The description of dilation of A to B is [11]: 

                     (10) 

4.2.4 Crop image  

 

The preceding stage produces a binary picture in which the white region represents the object or ROI, and 

the black region, indicates the backdrop. Given that the images dataset utilized for this study are indoor 

photographs and that one trait of indoor images is that the backdrop's color white, Therefore, by 

downsizing the image, for example, the crop phase seeks to shorten its completion time, if the size of the 

input image is 255*255 then in crop step can be resizing the image to 128*128. Additionally, by altering 

the color value of a pixel in the original image such that its coordinates match those of the white pixel in 

the cropped image, this phase seeks to distinguish between significant and unimportant portions in the 

image explain in result Fig. 8.  

 

4.3 HoG feature extraction  

  

When a disease region is found in a fruit pepper image, the HoG feature extraction method is used to 

extract 45 features from each image at this step. Furthermore, the suggested system computed sigma for 

each characteristic before storing it in the database. The sigma stands for Standard Deviation from the 

mean is a measure of how far data deviates from the mean, and it plays a crucial role in improving 

classification accuracy. 

 

4.4 Z -score normalization  

This procedure comprises initially determining the average values, and the standard deviation of the 

features, and finally normalization is accomplished using the following formula [24], [20]: 

  
      

  
 (11) 

Where   represents feature values,   represents feature mean, and   represents standard deviation. In 

order to prevent feature class overlapping and improve the suggested system's precision for classification, 

Z-score normalization seeks to increase the similarity between features and sigma that belong to the same 

class associated while simultaneously isolating them from another class. 

 

5 Classification stage  

 

The database that is employed in the suggested approach for Classification of Pepper Fruit Diseases Using 

PNN Algorithm is split into two parts: training 70% and testing 30%. 

 

5.1 Training Step  

 

The suggested approach also uses the pre-trained network method, which saves time and effort by 

allowing the network to be trained once, and then used later. For each form of plant disease, the data are 
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labeled during the training stage, and training is carried out based on these labels. Epoch and shuffle are 

the two main training alternatives needed for the training stage. Epoch is used to divide the whole amount 

of data into smaller groups or batches, which are then successively fed into the system to train it to make 

decisions. The batch is referred to as an epoch when all data is added to the system exactly once.  Multiple 

epochs may be thought of as the addition of various batches of data into the system. Before each epoch 

during the training of a neural network, it is crucial practice to shuffle the training data in every class so 

that each batch of data is different. 

 

5.2 Testing Step  

 

Based on the PNN algorithm, we designed a testing step categorizes the pepper plant as either healthy or 

diseased and assigns a disease class to each category. Fig. 3 shows clarifies the an architecture for a PNN 

that can identify the class K = {1,..,t}, where t is the pepper classes number  for the pepper fruit image that 

are equal to 4. 

 

 
Fig. 3. Architecture for a PNN. 

 

The input level comprises (45) nodes, all of the nodes in the pattern layer are branched out at each 

function input node in order that every pattern node obtains the complete capability of the x input. The 

pattern nodes are divided into categories, and each group has various training samples (nk) for the K 

classes, along with (45) training components for the classes. Equation (11) states that each training sample 

node in the class k category corresponds to a Gaussian function depending on its associated feature. All 

values with a Gaussian function center are summed separately and for all K groups totaled in the 

summation layer, respectively. Finally, attempt to evaluate the class with a maximum value (maximum a 

posteriori MAP value) in the output layer to mark instance x accordingly. 

 

6. Implementation and results  

 

The suggested system was applied on a computer  with a processor: 11th Gen Intel(R) Core(TM) i5-

1135G7 @ 2.40GHz 2.42GHz, RAM (8.00 GB), 64-bit (O.S) operating system, and is applied in 

Windows 10 through version Microsoft Visual Studio 2019 Visual throughout the implementation and 

testing. 
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6.1 The Dataset 

 

The dataset includes (6) images of pepper leaves in both good and bad conditions, as indicated in Table 1. 

Each image has a resolution of 1600 x 1066 pixels. A DSLR (Nikon D3300 sensor size is 18-55mm) with 

a CMOS sensor and a resolution of (width 1600 pixels - height of 1066 pixels) was used to gather the 

data. Each image in the JPEG combo has its own RGB color range. 

 

Table 1. Pepper disease dataset attributes. 

Fruit( peppers) 

Dataset Attribute No. of Images 

Black fruit lesion 10 

Fruit rots 35 

Insect injury 10 

Fruit Healthy 23 

Number of all the fruits 

image 

78 

Number of all class 4 

 

6.2 Results of implementation of the suggested system 

 

The configuration pepper leaf dataset is the first stage of the proposed system; it seeks to remove duplicate 

or similar pictures from the dataset, which increases classification accuracy. The dataset contains the (78)  

pepper images and (4) class. Fig. 4 displays an illustration of the outcomes of selecting the best sample 

picture using the threshold value of 80. 

The results of the second are preprocessing stage, which includes four main steps, which are (2D log 

chromaticity image, adaptive (threshold), operation of dilation, and crop), Fig .5, Fig .6, and Fig .7 

illustrated the results of the 2D log chromaticity image. The color image is divided into three separate 

color channels, R, G, and B, as the initial stage in creating a 2D log chromaticity image. 
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Fig. 4. Results of the configuration training dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Image of a pepper fruit with its R, G, and B color channels split apart and displayed;  a)The 

original image ; b,c,d) Color channels in that order: red, green, and blue ;  e) An R, G, and B channel 

histogram. 
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Fig. 6. Results of the 2d log chromaticity technique for removing shadows from chromaticity images 

when θ = 70; a) The original image ;b) Invariant  grayscale; c,d,e) Histogram of R,G,B. 

 

 

Fig. 6 illustrates the results of removing shadow from pepper leaf image depending on the θ=70 as a 

value. The results of the transformation of the pepper fruit picture to two dimensions (x1,x2) are presented 

in Fig. 7 histogram. 

 

 

 
Fig. 7. Results the transformation to two dimensions (x1,x2); a,b)  Histogram of value x1,x2 

respectively . 
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Fig. 8 shows the results of the adaptive threshold technique, dilation operation depending on the size of 

the kernel [3*3], and crop image which represents the ending step in preprocessing the Fruit image. In this 

step, to get only the ROI from the image by determining the min (x,y) and max (x,y). 

Fig. 9 represents the results of the HoG feature extraction algorithm, where Fig. 9.a represents 45 pepper 

fruit images of 4 classes; Fig 9.b represents their sigma. 

Fig.10 depicted the effect of z-score normalization on HoG features, where features belonging to one class 

are more closely connected yet separated from the other class to reduce feature class overlapping and 

boost the precision of the suggested method during the classification phase. Results from the two 

classification stages (training and testing) for the disease of pepper leaves are included in the phase of 

classification using the PNN algorithm,70% of the database training in this phase, and 30% of the 

database was testing. The features that remain when normalization and sigma parameters are maintained 

in the database for use in the testing procedure since the training database underwent normalization to 

compute the z-score for each class. A sample of the computation sum for each class by the PNN 

classification method is presented in Fig.11. a, along with the histogram for that class. The probability of 

summation (Psum) for one class is presented in Fig.11.b, and the largest value of (Psum) is used to 

categorize the classes of pepper leaves. As shown in Fig.11.b the maximum probability of  summation = 

0.262500349091923then PNN can be classified a class of the input leaf image which is belongs to 

class=3. 

 
Fig. 8. Results of the adaptive threshold, dilation operation with kernel size3*3, and crop fruit image 

operation; a) original image; b) Adaptive threshold ;c )Dilation image; d) Crop image. 
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Fig. 9. Results of HoG feature extraction algorithm; a) original HoG features; b) Sigma values for 45 HoG 

features 

 

 
 

Fig.10. Z-Score normalization on pepper fruits database features 

 

 
Fig. 11. Example of PNN classification algorithm; a) summation of the samples for one class using 

PNN, b) probability summation (Psum). 
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6.3 Performance Evaluation Measures 

 

Calculating the number of accurately identified classes allows one to assess the classification's accuracy 

examples (true positives [TP]), the total sum of correctly recognized examples that do not fit the category 

(true negatives [TN], and examples that were either wrongly assigned to the class (false positives [FP]) or 

not taken seriously as class examples (false negatives [FN]). Collection of widely used output assessment 

indicators as seen in equations (12, 10 ,17) [25], [26], [27] would be used in this work. 

 

 

               
     

           
 (12) 

And; 

                
     

           
 (13) 

And; 

                       
                        

                       
 (14) 

And; 

                       
                       

                           
 (15) 

And; 

                          
  

     
 (16) 

Finally; 

                 
  

     
 (17) 

 

 

To acquire the best outcome accuracy, the experiment involved choosing a varied number of training 

epochs. The suggested algorithm used epoch and shuffling techniques. By testing the best accuracy ratio 

that getting when the value of epoch [0 to10] , accuracy value = 83.92857  as Fig.12 illustrates how the 

sigma histogram changes as the training epoch changes.  
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Fig. 12. Accuracy and sigma change against training Epoch. 

 

Table 2 shown value performance evaluation measurements using confusion matrix, these measures are 

true positive [TP],  true negative [TN], false positive [FP],false negative [FN], Accuracy of 

single[ACC],Error of single [ERR],FAR,FRR, sensitivity [SNS],then lastly Specificity [SPC].As 

displayed in Table 2 the suggested system has ability to achieve the optimal values of performance 

evaluation metrics with class 1 where value of ACC=1,ERR=0,FAR=0,FRR=0,SNS=1,and finally SPC=1. 

 

Table 2. Results of performance evaluation measurements. 

 
The 

clas

s 

TP FP FN TN ACC ERR FAR FRR SNS SPC 

1 3 0 0 18 1.0000 0.0000 0.0000 0.0000 1.0000 1.0000 

2 4 6 1 11 0.6818 0.3182 0.3529 0.2000 0.8000 0.6471 

3 5 1 0 16 0.9545 0.0455 0.0588 0.0000 1.0000 0.9412 

4 2 1 7 12 0.6364 0.3636 0.0769 0.7778 0.2222 0.9231 

     0.8182 0.1818 0.1222 0.2444 0.7556 0.8778 

 

 

 

6 Conclusion  

 

For the crop to be successfully grown, effective plant disease detection and categorization are crucial. In 

this research, the collection of real pepper fruit disease data set has several problems and challenges such 
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as shadow and replication images that affected on accuracy of the classification algorithm. Because of 

this, it has become possible to identify and categorize the health or sickness of peppers and fruits using 

contemporary technology and sturdy design. In the configuration pepper fruit dataset stage, the proposed 

system was used new techniques (configuration training data set) to isolate the samples with the best 

features to remove weak or repetitive samples that affect the accuracy of class classification through the 

proposed system. Implementation of the suggested technique using actual data from pepper fruits. The 

data divided 30% of the data were for testing, and 70% were for training. In the training and testing stages, 

the suggested system achieved an accuracy of (100%) and (81.82%), respectively. 
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